Copyright © 2004 American Scientific Publishers.
All rights reserved
Printed in the United States of America

JOURNAL OF COMPUTATIONAL
AND THEORETICAL NANOSCIENCE

Vol. 1. 29-40, 2004

Multi-scale Modeling of Si and C Nanocluster
Nucleation During Non-equilibrium Gas
Phase Processing

Gregory A. Johnson* and Nasr M. Ghoniem

Mechanical and Aerospace Engineering Department, University of California,
Los Angeles, California 90095-1597, USA

Methods of developing nanophase materials of controlled and uniform size distribution are critical to many
emerging electronic and mechanical applications. The objective of this work is to develop a hierarchy of
models, based on quantum chemistry, statistical mechanics and the theory of rate processes, to enable a
complete description of the nucleation and growth of nanoclusters of controlled size distributions. The
model is applied to the process of nanocluster nucleation in expanding plasma or combustion nozzles. The
energetics of Si and C clusters containing up to 10 atoms are developed using ab initio and semi-empirical
quantum mechanics. Rate constants are then obtained for determining Si clustering rates. The results of
these calculations compare well with published experimental data.
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1. INTRODUCTION

Nanoclusters are manufactured by various techniques, in-
cluding organic precursor-based synthetic chemistry, aque-
ous colloidal processing, low temperature thermalization of
organorare-earth clusters, metallo-organic pyrolysis, and
laser ablation of different materials.? All of these synthesis
techniques rely upon cluster growth mechanisms, which are
controlled by the chemistry of participating species.
Chemical techniques are used for producing semiconductor
nanocrystals, for example, and are generally accompanied
by the formation of unanticipated by products.’
Furthermore, the chemical sensitivity toward oxidation or
reducibility of chemical constituents, plus the necessary
care in the choice of anion or cation precursor components,
greatly impact control of nanocrystal production. Chemical
reaction rates, or limited availability of suitable chemical
precursors, can limit the composition, type and size* of
nanoparticles and nanoparticle-based structures that can be
obtained. When hot gas processing is considered as a route
to nanocluster manufacturing, additional degrees of free-
dom become available to control nanoparticle formation
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and deposition. Independent control of the precursor densi-
ties, gas temperature, precursor saturation ratio (i.e., super-
saturation) and many other parameters is possible in a hot
gas environment. The flexibility of this technique allows it
to be used for making bulk material, thin films and coat-
ings. In addition, the ability to produce and sustain a non-
equilibrium state to drive the desired hot gas chemistry or
reaction rates provides many new possibilities for scientists
to explore and understand the fabrication and manipulation
of nanoparticles. Because of the large number of hot gas
process variables, however, an accurate model for the evo-
lution of cluster size distribution is needed.

Most nanophase materials are 100 nm or less in size and
contain fewer than tens of thousands of atoms. Conven-
tional materials, on the other hand, consist of grains ranging
from microns to millimeters, and contain several billion
atoms. The small size of the grains and the grain size distri-
bution are what give nanophase materials their unique
properties, many of which are still under investigation. The
key in practical utilization of nanophase materials is accu-
rate control of the grain size and size distribution, allowing
the properties of the material to be tailored for a specific re-
quirement. Theoretical methods for accurately determining
the properties of nanophase materials based on their size
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distribution are needed to predict properties before the ma-
terials are produced.

The primary focus of this paper is to present a model
that describes the nucleation, formation and evolution of
the cluster size distribution of nanophase carbon and sili-
con within a hot gas environment. The objective is to ex-
plore methods that enable control of the cluster size distri-
bution, and to eliminate the characteristic tail as a result of
competition between nucleation of small size clusters and
growth of larger ones. This tail is characteristic of all ex-
perimental results to date (see, for example, Reference 5).
The goal of this research is to develop a computational
multiscale framework to model and design non-equilib-
rium gas phase synthesis experiments. With this model, in-
vestigations of the effects of experimental design variables
such as quench rate, temperature, supersaturation and other
parameters of interest on the cluster size distribution can
be carried out.

2. CLUSTER NUCLEATION MODEL

Current approaches to modeling the formation of nanoclus-
ters are based on classical nucleation theory. Isolated atoms
or molecules combine to form embryos, which are unstable
until a critical size is reached. The vapor pressure and surface
tension of the material at the temperature and supersaturation
of interest determine the critical size for nucleation.®™® This
approach is not adequate, because the calculated nucleation
rate is very sensitive to the exact values of the surface tension
and degree of vapor supersaturation. Because the properties
of nanophase materials are fundamentally different from
bulk properties, the classical approach of using phenomeno-
logical parameters based on bulk properties to describe se-
quential nucleation and growth of very small particles is
questionable. In the following, we present a more fundamen-
tal approach to modeling the evolution of nanoclusters in su-
persaturated vapors, and apply it to the conditions of nucle-
ation within a hot gas environment. Quantum mechanics is
used to determine cluster energetics for cluster sizes up to 10
atoms. With this information, rate constants are determined.
Quantum-Rice-Ramsperger-Kassel (QRRK) theory,”™'® aug-
mented by Transition State Theory® * '° and Collision Rate
Theory,é’ 71 are used to determine the rate constants for
clustering reactions. Once this information is in hand, rate
equations can be determined, and the evolution of the size
distribution studied.

2.1. Quantum Chemistry of Clusters

The objective of performing quantum mechanical calcula-
tions is to determine, with great accuracy, a number of pa-
rameters that are needed for further rate constant develop-
ment. These parameters are cluster binding energy, cluster
normal modes of vibration and cluster principal moments
of inertia. Determination of cluster energetics requires that

30

Schrodinger’s equation for the collection of atoms be
solved with all the associated nuclei and electrons in three di-
mensions. For a molecule with N nuclei and n electrons, the

time independent Schrédinger equation is given by:> > 13

HYy =(Ty+ T, + Vy. + Van) ¥ = Ery (D

where H is the Hamiltonian, and 7 and V are the kinetic and
potential energy operators, respectively. The subscripts N
and e refer to nuclear and electronic components, respec-
tively. Most modern approaches rely on the implementation
of the Born-Oppenheimer (BO) approximation.” '* '
Because the nuclei are much more massive than the elec-
trons, they are assumed to be stationary. Henceforth, the ki-
netic energy of nuclei is ignored, allowing separation of the
total wave function into a product of the electronic (Y,;.)
and nuclear (¥,,,.) wave functions.

The energetics of silicon and carbon clusters of sizes up to
10 atoms have been calculated using the General Atomic
and Molecular Electronic Structure System (GAMESS)
software package.'® This was accomplished by utilizing the
built-in geometry optimizer that locates relative potential
energy minima. Because a given cluster may contain sev-
eral local minima, numerous initial conditions were tried in
order to ascertain that the final configuration is an absolute
minimum. Calculations were performed using both ab ini-
tio and semi-empirical methods. In the former, the BO ap-
proximation and linear combination of atomic orbitals
(LCAO) molecular orbital (MO) theory for each electron in
the system are utilized. Semi-empirical methods, on the
other hand, are based on neglecting differential overlap
(NDO) of inner electrons.'® Calculations were performed
with the two methods for silicon clusters, and with the ab
initio method only for carbon clusters. The basis sets (e.g.,
sets of atomic orbitals) used were the TZV'® basis set for
the ab initio calculations and the PM3'” basis set for the
semi-empirical calculations. In this manner, cluster binding
energy, configuration and normal modes of vibration were
determined. This information is subsequently used to eval-
uate the rate constants, which are necessary to describe nu-
cleation and clustering.

For small size clusters, binding energies determined from
quantum mechanics calculations were directly used in sub-
sequent rate calculations. For larger clusters, however, the
binding energy as a function of cluster size was appropri-
ately extrapolated. The method used was a modified version
of the capillary model. The unmodified capillary model is
given as:

Epinding = mox (1 — ax™'"?) 2)

Here, Epinging is the total cluster binding energy, m is the
number of bonds per atom, ¢ is the energy per bond and x is
the number of atoms in the cluster. The parameter a is a sur-
face parameter which serves as a proportionality constant
for the number of surface atoms per bulk atom, and ac-
counts for the average number of bonds a surface atom is
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deficient with respect to a bulk atom. The energy per bond
is related to the heat of sublimation at O K by:

— AHsuhltmatt’on
¢ - 3)
The modified version of the capillary we propose is given as:
Epindging = méx (1 = x*)(1 = ax™'?) )

Here a power law factor, (1 — x*), has been added to pro-
vide a better fit to the quantum mechanics data for small
size clusters, where « is determined empirically.

2.2. Cluster Reaction Rates

As previously mentioned, QRRK theory, augmented with
Transition State Theory and Collision rate theory, is used to
determine rate constants. QRRK theory was originally de-
veloped to explain unimolecular reactions. Later refine-
ments allow its use for bimolecular reactions. The underly-
ing inherent assumptions are the following:

1. Each cluster consists of S oscillators, where § = 3i —
6 (S = 3i — 5 for linear clusters), where i is the num-
ber of atoms within the cluster.

2. Each oscillator has the same fundamental frequency, ».

. The vibrational energy is quantized.

4. The critical oscillator (where bonds are broken/
formed) must contain at least m,.,;, quanta, where m,.,;
= go/hv, for a reaction to occur.

5. Clusters gain/lose vibrational energy by collisions
with the surrounding bath gas.

6. Statistical redistribution occurs at each collision; and
the concentration of clusters in each energized state
(containing sufficient vibrational energy to react) is
maintained at steady state.

w

Using silicon as an example, the dissociation mechanism
is given as:

Si,. + M- Si" +M

J i+j

Sit, + M—25S8i, . +M ©)

it+j

Si*

LS+ Si,

where the first reaction is the rate at which clusters of size i
+ j are energized to state n; the second reaction is the rate at
which these energized clusters are knocked out of state n to
a different state; and the third reaction is the rate at which
these energized clusters dissociate into clusters of size i and
size j. The distribution of vibrational quanta in a cluster is
given as:'® '’

_s=D!
"oals—1)!

(1—e Py ©6)

where n is the number of quanta, s is the number of vibra-
tional modes, 8 = 1/kT, h is Planck’s constant and » is the
vibrational frequency. The collision rate constant, k,, at

J. Comput. Theor. Nanosci. Vol. 1. No. 1, 2004

which clusters in vibrational state n are knocked out of this
state is given as:''

_|8kT
k,=0 — (7)
\ o
where o is the collision cross-section, k is Boltzmann’s con-
stant, and p is the reduced mass of the collision pair. The rate
constant, k;, at which clusters are knocked into vibrational
state n is:'®

kl = k2Pn (8)
The rate constant, k3, at which energized clusters in vibra-
tional state n dissociate is:'® '
n—m,, +s—1)!
k3(n) = A n (n mcm § ) (9)
(n - mrrir)!(n + S — 1)'

where it has been noted that k5 is a function of n. Applying
the constrained equilibrium approximation to the excited
clusters in vibrational state n gives:

ky[Si., NIM] = ky [ 1IM ]+ ks [Si; ] (10)
which upon rearrangement and use of Equation 8, gives:

PISi,,]

N
L TR (i

Now the rate of dissociation is k;(n)[Si},;]. Inserting
Equation 11 and summing over all energized states, one ob-
tains:

_ N kA
K 2 1+ ky(n) / ky[M]

= Merit

12)

Using Equations 6, 7 and 9 and substituting p = n — m,.,;,
into Equation 12, the final result is: 18

kdixx(i + ] —> i, ]) = Ag_BEU (1 — e*ﬂhv )s

(p+s— 1)!e—p5hu
N pl(s—1! (13)
2 A(p-l—mm,)!(pi-s—l)!
plp+m,, +s—1)!
o~ 8kT /mu[M]

p=0

At high pressures (i.e., large values of [M]), Equation 13
becomes: ' 1

k, (i+j—i, j)=Ae " (14)

By constraining the maximum rate constant to that pre-
dicted by Transition State Theory,'® the parameter A can be

determined to be:
h qi+j
31
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where qi ; is the partition function of the activated com-
plex (e.g., Transition State) and g, ; is the partition function
of the cluster.

The mechanism for recombination is given as:

Si, + Si. —)Szm
Sltﬂ —8 58 + Si; (16)
Slm +M—)Sll+/ M

where the first reaction is the rate of recombination of size i
and j clusters to form an energized cluster of size i + j in
energized state n. The second reaction is the rate at which
energized clusters of size i + j decompose into clusters of
size i and j. The last reaction is the rate at which these ener-
gized clusters are knocked into a different state. By similar
arguments used to develop the dissociation rate constant
and by applying the principle of detailed balance, the re-
combination rate constant can be shown to be:

G, j—i+tH=AA—e "y
(p+s—l)!e—p6hu

rec

Z I(s— D! (17)
A (pt+tm, ) (p+s—1!

=0
3 plp+m,, +s— 1)
1 + Cri
o \[8kT/mu[M]
where now:
k
A= (k—T)—q"*f (18)
h )44,

The next step is to calculate the rate constants to be used in
the coupled set of ordinary differential equations. For cluster
sizes of 10 atoms and less, the information obtained from the
ab initio calculations was used to determine the rate constants.
The average frequency was determined by using the Einstein
model for the heat capacity of a solid, as follows:

—6111/,

s(Bh7)* [( — ]Z(B | 1

For larger size clusters, the information required to deter-
mine the rate constants was extrapolated from the ab initio
calculations or inferred from other physical data. For exam-
ple, the binding energy was extrapolated using the modified
capillary model previously mentioned. The principal mo-
ments of inertia, required for computing the rotational par-
tition function, was determined by assuming a spherical
shape and using the density of the bulk solid; for the transi-
tion states, two spheres of size i and j are assumed and the
parallel axis theorem is used.”' A detailed study of the sili-
con dimer reaction indicates that the rotational energy bar-
rier occurs at a separation distance of around 9 A.** This
distance was used to determine the moments of inertia of
the transition state. Also needed is the rotational symmetry.
Rotational symmetry is the number of distinct rotations that
produce indistinguishable configurations. From ab initio cal-
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culations, the rotational symmetry is known for clusters up
to size 10. It is also known that bulk silicon crystal has a ro-
tational symmetry number of 36.>* Reaction degeneracy—
the number of channels available for a reaction to occur
(e.g., the reaction CH, — CH; + H has reaction degener-
acy of 4)—is accounted for by rotational symmetry num-
bers. For small size clusters, no modifications are neces-
sary. The reaction degeneracy is properly taken into
account by the rotational symmetries. For large size clus-
ters, however, the maximum rotational symmetry is 36 for
crystalline silicon. This would imply that the maximum
number of sites available for monomer evaporation from a
large size cluster would be 36. But this seems unreasonable
since all surface atoms are essentially the same. Therefore,
a correction is needed to account for the expected increased
degeneracy. An exponential function was proposed because
it rapidly approaches the expected degeneracy. This equa-
tion 1s

p— 47r 3i 2/3 _)\r()ti
O otpsueds % T E(E) (I=e ™) (20

where, for silicon,

Orotpseudo is the cluster psuedo rotational symmetry number
o, =1.85

Nrot = 0.008

i is the number of atoms in the cluster

The average oscillator frequency was determined using
the Einstein model for the heat capacity of a solid, but this
time finding the Einstein frequency which agreed well with
published heat capacity data.>* Finally, the collision cross-
section between the excited cluster Si ;’.1,, and the bath gas M,
is needed to determine the de-energization rate constant k.
The hard sphere model is used where the radius of the clus-

ter is given by
30 ..
r,-+,»=3,/E(z+J> @1)

where () is the atomic volume, and the radius of the bath gas
M is obtained from the literature.>> The parameters used in
the model presented herein to calculate the dissociation and
recombination rate constants for silicon are summarized in
Table 1.

Table 1. Input parameters to rate constant equations

Parameter Used in Value
m Equation 4 2.0
d(eV) Equation 4 2.3095
o Equation 4 —0.13852
v(em™ " Equations 13, 15, 17 & 18 309.487
o, Equation 20 1.85
Nor Equation 20 0.008
a4, (A) Equations 7, 13 & 17 6.459
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2.3. Rate Equations for Cluster Evolution

Now that the rate constants are available, the time-depen-
dent nature of nucleation and clustering can be studied. The
time-dependent cluster equation is given as:

BN o
dCi/dt—EZ[Km(],z ~DNCC,—(1=6,. )

J
j=1

K (ri= DG+ D [(1+6, )
j=1

Kdixs (Z’J)Cz+1 - Kra(l’.])ctcj] + Si

(22)

where the first term is the recombination rate of clusters of
size j and i — j to form clusters of size i. The second term is
the dissociation rate of clusters of size i into clusters of size
jand i — j. The third term is for the dissociation rate of clus-
ters of size i + j into clusters of size i and j. The fourth term
is for the recombination rate of clusters of size i and j into
clusters of size i + j. And the last term is a source term
which is usually the rate of monomer introduction for i = 1
and zero for cluster sizes greater than 1. Equation 22 is a
coupled set of stiff, initial value, ordinary differential equa-
tions. Solutions of this set of differential equations gives the
time-dependent nature of the cluster size distribution.
Unfortunately, in order to include the size range of interest
in the model, it would require an unrealistic number of
equations. For instance, a 10 nm silicon particle contains
about 30,000 monomers and a 100 mm silicon particle con-
tains about 30,000,000 monomers. Thus, to include 100 nm
sized particles would require 30,000,000 equations. For
this reason, two approximation techniques are introduced
to greatly reduce the number of equations to be solved.
These are the discrete sectional method and the moments
method.

2.3.1. Discrete Sectional Method

The discrete sectional method tackles the problem of the
large size domain by dividing the domain into sections.”®
Each section consists of a large portion of the size domain.
All particles in a section take on the sectional average prop-
erties. This greatly reduces the number of conservation
equations. Typically, the size domain is divided into several
(10-30) equal logarithmic sections. Development of the
discrete sectional method is as follows.

Multiplying Equation 22 by i* and summing over all i,
gives®”

I . .
dN /dt = EZz“[l(,ec(l,])c,.c_, — (18, K, (0, )G,y ]

i=1j=1

X[+ =it =]+ ii"Si (23)
i=1
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where the moments of the cluster size distribution are
defined as

oo

N(0)= )i C(0) (24)

i=1

For k = 1, Equation 23 becomes

Ivex - -
dN, /dt = EZZ[KMQ, DCC; = (1+8, K, )C, )]

i=1j=1

X[+ —i=j]+ Y is, 25,

i=1

which is a conservation equation for the number of mono-
mers in the system. The flux of monomers, Q, into section /
due to recombination reactions is

min{[k; 41 = (kp + 11km +1)

1
Qm +n—l = E
i=max[(k; +1— Ky +1)s(ky + 1]
min(kn+1,k1+l,1) (26)
D i+ DK, HCC,

j=max(ky +1, kg +1—1)

The flux of monomers, Q, out of section / due to recombi-
nation reactions of particles in section / with those in lower
sections is

min{[ky 41 = (k; + D]k +1)

Qm +1—-n ==
i=max[(ky +1—k; +1).(ky, +1)]

27)

min(ky 1.k +1 1)

Y, JKLGCC

Jj=max[(k; + Lk, +1—1i)

The flux of monomers, Q, into section / due to recombination
of particles in section / with particles in lower sections is

)
m
n
m
>
1)
)
T
>
X
=
®)
r
m

min{[kj+1 — (kj+ Dlkm+1}
Qm+[—>l =

i=km +1
k41— (28)
z lKreL(l!.])Cth
=k +1

The flux of monomers, Q, leaving section / due to recombi-
nation of particles in section / is

min{[k, +1 — (kj + DLk; +1}

1
OQiin = _E
i=max[(ky + 1=k + 1)k + 1))
min(ky 4 1,kp +1-1) (29)
(l + j)Krec (l’ ])CICI
Jj=max(k; + Lk, +1—1i)
33
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Finally, the flux of monomers, Q, leaving section / due to
recombination of particles in section [ with particles in
higher sections is

min{[ky +1 = (ky, + D1k +1)
Ql+m—>n ==
i=(k+1)
min(kyy +1.kp +1 = 1) (30)
iKrec (l’ J)thj

j=max[(ky, +1,ky +1—1i)

Collecting terms, the conservation of monomers as ex-
pressed by the discrete sectional method becomes:

dO/dt =10, 4,1+ Q1) = Qi T Qi1

ki
+ 0, Y S, (31)

i=kj—1+1

To express dQ,/dt in terms of Q,, so as to obtain a closed
set of equations for Q,, it is necessary to introduce the fun-
damental approximation inherent in the discrete sectional
method. A convenient functional form of the size distribu-
tion within the sections must be introduced such that the in-
tegral quantity of monomers within the section is equal to
0,.°° The simplest functional form is to assume that iC; is
constant within the section. Thus,

k411

0= iC (32)

ki
Defining
g1 = iC;
Equation 32 becomes

0,=q; (ki1 — k) (33)

Rearrangement then gives

C = L (34)
itk — k)

Equation 34 can then be substituted into Equations 26, 27,

28, 29 and 30, yielding the conservation equation of Q in

closed form.

2.3.2. Moments Method

The next approximation method for solving the master
equations for the size distribution is the method of mo-
ments, or moments method.?’ Starting with the master
equations, Equation 22, and the definition of the moments
of the size distribution, Equations 23 and 24, we begin by
dividing the cluster size domain into two groups: those
smaller than x*, and those larger than x* The quantity x* is
some small integer, usually arbitrarily chosen, but may be
suggested, in some cases, by the physical properties of the

34

clusters (e.g., their stability). Those cluster sizes smaller
than x* are modeled discretely, and those larger than x* are
modeled as a continuum. For the small size clusters (i.e.,
<x%), Equation 22 becomes:

BN o
a'Ci/dt=EZ[KM(],I—])CJ-Ci,j —(1+36,,_)
j=1

Kdisx(j’i - j)Ci] + Z(l + 6i,j—i)Kdisx(i’j - i)Cj

j=i+1

- ZKM(i,j)C,-Cj + J.ded,.ﬁ(i,x —i)C,
j=1 x*

(i,x)C.C, + S, (35)

rec

- deK

And similarly, Equation 23 becomes:

XE XE

1 - ks
de/dt:EZZ[KM(H)C,.CJ.]X [+ ) —i* = j*]

i=1j=1
1 Sh S .o .
- 52221 [(1 + 5i»j—l')Kdixs (l’] - l)Cj]
j=2i=

X[ =it =G =]

Xk %2

* Zde[Km-(i,x)C,»Cx] X[+ x) =i = x"]

i=1 s

xx—1°

- ZJ.dx[Kdm(i,x — DO X [ = it = (x— )]

i=1 3

1
+ EIJ.dxdy[Km(x, VC.CIX[(x+ V= xf =4

LG
- Ejdxj dylK ;;,,(x,x — y)C IX [xk —yk —(x— y)k]

+Y it + deka(x) (36)
i=1 o

where N, are the full moments of the size distribution. The
moments of the large size cluster distribution are defined as:

M, (1)= _[dxx"C(x,t) (37)

Xk

which are related to the full moments approximately by:

M, =N, = Y i*C, (38)
i=1
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Inserting this into Equation 36 gives, upon rearrangement:

dAM Jdt = — Z de/dH—Zz S, +dex S,

i=1 X

+- ZZ[KM@ NCC1 X [G+ =it = j*]

ll]

——22[<l+6,, a0

j=2i=

X =i =G ="

Xk 9

+ Zjdx[l(m(z 0CC,] X [+ ) —i* = x*] (39)

i=1 3

xk—1°

= ZJ.dx[Kdm(i,x —HC] X [t —i* = (x— )]

i=1

L33
+ Ejjdxdy[K,ec(x,y)CXCy] X [(x+ y)k— xk— yk]

XE X

1 o0 x
- Ejdxjdy[Kdiss(x,x —»C 1 X ¥ =y = (x =]

X Xk
In general, a function of the sort:

G= deg(x)C(x) (40)

can be expanded in terms of its moments. Expanding g(x) in
a Taylor series expansion gives:

g(X)—Z 18 ()"

- Z % Z( ](—x@”x”

Inserting Equation 41 into Equation 40 yields:

Z gig’Z( )( %)M, (42)

Inserting Equation 42 into Equation 35 gives:

(41)

1
dCi/dt:EZ[Km (ui=DC,Cy = (146,
Kdlss(j’._j)c]
+ Z(1+611 ])Kdlrv(l -] l)C ZKrec(l ])CC
j=it+l

+Z | K i ‘)Z( )( -0 ”z(l)(—i)“Mz

=0
= 1 _
-C Yy —K™(@G,x -X)"'M +S (43)
Z, OG0, % >2()< XM, + S,
Also, it is noted that:

k—1
(x+ ) —xt =yt = Z(’;) Yo @)

=1
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and

xk_yk_(x_

22( )( )( DY N @5)

For k = 0, the (x + y)* — x* — y*and the x* — y* — (x — y)*
terms reduce to —1 and Equation 39 becomes:

AM,Jdt = — ZdC/dt—i- 25 n deS

=1 i=1 X

X% X*

- —ZZ[K,H@ NEC)

i=1j=

+ ‘22[(”51, DK i, (i, = D)C;]

]21

- ZC Z—Kﬁ:ﬁ(z ‘)Z[J(—f)"”My (46)
xt—1 oo

+ ZZ—KZZZU x)Z( )( %) "Zﬁ)(—i)”’Ml
IR Sl R R
22 2 D

-3 3 Sk e

=0

53 Em)(wl
o |

For k = 1, the (x + y)* — x* — y*and the x* — y* — (x — y)*
terms reduce to 0 and Equation 39 becomes:

m+nul

v—I1+1

)
m
n
m
>
1)
)
T
>
X
=
®)
r
m

M /dt = — ZIdC/dt-i- Zzs +J.dxxS 47)
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which, again, is a conservation equation for the number
of monomers in the system. For arbitrary k, Equation 39 be-
comes:

2 de/dt+ZS v j dxS, (48)

i=1 X
XXk

A3 S e i -]

zl]

—-z'zm Kt~

]21

X[ =t - Gi]

dM,/dt =

35



w
-
)
[
o
<
T
o
o
<T
w
7]
i
o

oo

+ickzi(k}' ZIK(On)(l %)
i=1 ll=l l n= 0 -

Z(’:) 0" M,.,

v=0

- 22( ) 2(:)(—1')”2 LK)

_l—lll n=0

x 2( ]( - ”Z(ZJ(—W“MW

_V:() pn=0

S(})E T Lk
=1

m=0n=0

(ESL o
s S

I=1A=0 m=0n=0

{Ee
|

Nl»-

: (_l)l’)\er*"’ﬂ’S 4 1
— elk+v+l—-N—c¢

k+v+l—N—¢g
+ptr+l X * Mp.+s+)\):|

Equations 43 and 48 are two coupled sets of nonlinear
ordinary differential equations for the small size cluster
concentrations and the continuum moments. If we take only
the first two terms in the Taylor series expansion for K.
and K, into account (i.e., we truncate all terms with m,
n > 2), then the system is self-contained for any number of
moments M, k = 0, 1, , N, with N > 1. Because the
recombination and the dissociation rates are supposed to be
smooth functions of size for the large size clusters, this trun-
cation is not considered to be too severe.?’

3. RESULTS

3.1. Cluster Energetics, Geometry and Normal
Modes of Vibrations

The energetics of silicon clusters of up to size 10 atoms and
carbon clusters of up to size 10 atoms have been calculated.
The calculations were performed using the General Atomic
and Molecular Electronic Structure System (GAMESS)
Quantum Mechanics software package.'* Calculations
were performed using both ab initio and semi-empirical
methods for silicon clusters, and the ab initio method only
for carbon clusters. The basis sets used were the TZV'®
basis set for the ab initio calculations and the PM3'” basis
set for the semi-empirical calculations. In this manner, the
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Figure 1. Binding energy per atom for Si as a function of the cluster size

using the ab initio and the semi-empirical quantum methods. A capillary
model is fitted to the data.

cluster binding energy, configuration and normal modes of
vibration were determined.

Figure 1 shows the cluster binding energy per atom for
silicon clusters as a function of cluster size for both the ab
initio and semi-empirical models, and Figure 2 is a similar
curve for carbon clusters, but for ab initio calculations only.
The data points are the calculated binding energies, and the
smooth curves are the binding energies based on the modi-
fied capillary model previously discussed. For silicon, the
large differences in binding energies between the ab initio
model and the semi-empirical model is due to the nature of
the semi-empirical calculations, where the lack in rigor is
augmented with empirical constants.

A heat of sublimation of 4.619 eV at 0 K** was used to
determine the bond energies of silicon clusters, and like-
wise, a heat of sublimation of 7.373 eV at 0 K*° was used to
determine the bond energies of carbon clusters. The power
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Figure 2. Binding energy per atom for C clusters as a function of the
cluster size using the ab initio quantum method. A capillary model is fitted
to the data.
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Table 2. Modified capillary model coefficients

Si Si
ab initio semi-empirical C
AH g, piimation (€V) 4.6190 4.6190 7.3728
m 2.0 2.0 1.5
¢ (eV) 2.3095 2.3095 49152
a 0.0 0.0 0.0
a —0.13852 —0.80837 —0.27375

law coefficients, o, were determined by a least squares fit to
the quantuum data. The results are summarized in Table 2.
For each case, a best fit was achieved by setting the surface
energy parameter, a, of Equation 4 to zero. Thus, in effect,
Equation 4 becomes:

Ebinding = qux (1 - x&) (4’9)

Additionally, the morphology and normal modes of vi-
bration were determined for clusters of up to size 10 silicon
atoms and size 10 carbon atoms. These can be found in Ref.
22. Although the bond distances differ somewhat, in gen-
eral, the semi-empirical model predicts the same cluster
geometry as the ab initio model. Also, the semi-empirical
model predicts higher frequencies for each mode when
compared to the ab initio model. As was previously dis-
cussed this is an important consideration when computing
thermochemistry or reaction rates.

3.2. Nanocluster Nucleation

In order to study the nanocluster nucleation phenomena, the
rate constants developed in section II B were inserted into
the master equations developed in section II C. These were
coupled to the one-dimensional kinetics (ODK) nozzle ex-
pansion equations®* *° to study nucleation within a nozzle,
and to a well-stirred reactor model to study nucleation in a
turbulent environment. The discrete sectional method (sec-
tion IIC 1) was used to solve the system of equations de-
scribing nanocluster nucleation within an expanding gas
nozzle, and the moments method (section IIC 2) was used
to solve the system of equations describing nanocluster nu-
cleation within a turbulent environment.

3.2.1. Expanding Nozzle Model

The developed model for cluster nucleation in expanding
nozzle flow was tested by comparison with experimental
data. An earlier experiment was performed at the University
of Minnesota in which they produced nanophase silicon.”
The model was run against the conditions reported in refer-
ence 5 and compared to their data. The experiment consisted
of using a plasma arc to generate silicon monomers in hot
argon at the nozzle entrance. The resultant mixture was then
quenched by expanding it through a nozzle. Experimental
conditions are given in Table 3. The discrete sectional
method was used to solve the coupled ODK/Master Equa-
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Table 3. Minnesota experiment conditions®

Inlet Outlet
Diameter (mm) — 5
Length (mm) — 50
Pressure (torr) 871 405.6
Temperature (K) 2,400 1,800
Ng; (cm ™) 10" 6.2 X 10"
Saturation Ratio 0.024 15
Elapsed Time (jvs) — 95
Velocity (m/s) — 790.8
Mach No. — 1.0

tions for the nozzle. The moments method is not suitable
for this problem because it is ill-posed, since the initial con-
ditions for the unknown continuum distribution do not
exist.>! The nozzle conditions are graphically displayed in
Figures 3 and 4, where the temperature, pressure and satu-
ration ratio versus nozzle length are shown. The particle
size evolution through the nozzle is illustrated in Figure 5.
This figure shows that, although some particle size distribu-
tion is starting to develop, nucleation and growth of larger
size particles do not occur in the nozzle. This is supported
by earlier models of the same experiment.” ** As can be
seen in Figures 3 and 4, the quench rate is sufficient to pro-
duce a rapid increase in saturation ratio (see Figure 4), and
the experimental evidence indicates that nucleation is oc-
curring.” There must be some other mechanism that is oc-
curring to cause the nucleation. This will be discussed in
the next section.

3.2.2. Well-Stirred Reactor Model

The reason that nucleation does not occur in the nozzle is
that the nucleation rate is so much slower than the nozzle ve-
locity. This situation is very similar to combustion in a jet
afterburner. If not for the flame holders, combustion would
not occur in the supersonic section of a jet. The reason is that
the velocity of the gas stream is greater than the flame speed
of the combustion process.33 * 3 Hence, the combustion

2,400 - t ¢ - + 4 900
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2,300 1 800
2,250 + 1 750
< 2,200 - 3700 E
g 178
‘E 2,150 ¢ ;- 650 g
3 2,100 4 1600 &
E : 8
8 2,050 - 1550 &
b | o
§ 2,000 1500 &
1,950 - 3 450
1,800 h R“ 400
1,850 1 350
1,800 t t t t $ 300
o 10 20 30 40 50

Nozzle Length (mm)

Figure 3. Nozzle temperature and pressure profile.
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reaction is snuffed-out, similar to blowing out a candle. In
order to promote combustion in high velocity streams,
flame holders are inserted to stabilize the combustion
process. A flame holder consists of either inserting a bluff
body in the flow stream or a sudden disruption of the flow
stream such as a step or sudden expansion or wall recess, or
by secondary gas injection. Flame holders promote strong
recirculation zones which stabilize the combustion process.
Experiments have shown that combustion is complete
within the recirculation zones. The combustion products
from the recirculation zone mix with the main flow and ig-
nite it.****

A similar process is assumed to take place for the ex-
perimental conditions reported in Ref. 5. After the gas is
expanded to its final temperature, pressure and supersatura-
tion, it exits the nozzle into a chamber. The interface be-
tween the nozzle and the chamber is a large sudden expan-
sion. This sudden expansion causes turbulent recirculation

1.E+21
1.E+12 4
1.E+03 1
1.E-06
1E-15
1E-24
1.E-33 1
1.E-42 1
1.E-51 1
1.E-80
1.E-89
1.E-78
1.E-87
1.E-96 1
1.E-105
1.E-114
1.E-123 1
1.E-132
1.E-141
1.E-150

dN/d(InDyp) (cm™)

0.1 1 10 100
Particle Diameter D, (nm)

Figure 5. Particle size evolution within nozzle—discrete sectional
method.
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zones to occur. Complete nucleation occurs within the re-
circulation zones. The complete nucleation products from
the recirculation zones mix with the main stream. The nu-
cleation products from the recirculation zones act as nucle-
ation seeds in the main stream and promote nucleation there.

It will be assumed that the nucleation process occurring
at the nozzle/chamber interface can be modeled as a well-
stirred reactor. The time constant will be determined a pos-
teriori and checked for reasonableness. The results of the
model are shown in Figure 6. The resultant time constant, 7,
is 2.5 sec. The monomer concentration at the nozzle exit is
4.4 X 10" ¢m™? which compares very well with the results
of 6.2 X 10" ¢m™? from the nozzle expansion model and
Ref. 5.

4. CONCLUSIONS

The work performed here has demonstrated that:

1. Quantum mechanics calculations are needed to ac-
curately determine the characteristics of small size
clusters (e.g., shapes, binding energies, vibrational
modes, etc.).

2. Small size cluster energetics can be tied to large size
cluster energetics by a modified capillary model.

3. QRRK theory predicts the energy transfer limited re-
combination and dissociation reactions of the small
size clusters fairly well. For larger size clusters,
where the recombination/dissociation reactions are
not energy transfer limited, QRRK reverts to ab-
solute rate theory (also known as transition state the-
ory (TST)).

4. Rates predicted by QRRK and TST are much
smaller than rates predicted by collision rate theory.

5. Fissioning of large clusters with one fission fragment
larger than 1 atom in size is easily modeled with the
methods developed herein. This cannot be easily
achieved with collision rate theory.

J. Comput. Theor. Nanosci. Vol. 1. No. 1, 2004
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6. The rate equations coupled to the gas dynamics equa-
tions show that nucleation of nanoclusters does not
occur in quenching nozzle experiments, such as the
experiment reported in Ref. 5. The gas velocity in the
nozzle is much greater than the nucleation rate, and
most of the particles at the nozzle exit are monomers
or dimers.

7. Nucleation occurs outside the nozzle where the gas
exits the nozzle into the vacuum chamber.

8. Nucleation is stabilized by the turbulent recircula-
tion zones that are created at the nozzle exit by the
sudden expansion.

9. The model developed here predicts the results of the
expanding nozzle experiment’ very well, although
the exact geometry of the experimental apparatus
and turbulent recirculation zone pattern are not
known. Only the nozzle geometry is reported.”

10. The turbulent recirculation zone pattern and charac-
teristic time constant determined herein to match ex-
perimental results obtained in Ref. 5 are reasonable.
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