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Abstract. A hierarchical, multi-scale computer model for the nucleation of nano-phase materials from the vapor
phase is presented. The model utilizes full solutions to quantum mechanics cluster energy equations for sizes up
to 10 atoms, and statistical rate theory for larger cluster sizes. Ab initio and semi-empirical quantum mechanics
methods are used to investigate the energetics of Si and C clusters. The results of binding energy and most stable
configurations show significant differences between C and Si nano-clusters. Atomic cluster size distributions are
obtained from reaction rate theory on the basis of collision frequencies in the vapor phase. Cluster reaction rates
are determined from the energetics and vibrational modes, as investigated by quantum mechanics for small sizes.
The nucleation and further evolution of the cluster size distribution is modeled by solutions to detailed kinetic
equations. This multi-scale model is shown to be a useful computer simulation tool, which can be utilized to
design experiments on nano-phase materials with minimum adjustable parameters.
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1. Introduction

Nano-clusters are normally manufactured by various techniques including organic precursor-
based synthetic chemistry, aqueous colloidal processing, low temperature thermalization of
organo-rare-earth clusters, metallo-organic pyrolysis [1], and laser ablation of different ma-
terials [2]. All of these synthesis techniques rely upon cluster growth mechanisms, which
are controlled by the chemistry of participating species. Chemical techniques are used for
producing semiconductor nano-crystals, for example, and are also generally accompanied by
the formation of unanticipated byproducts [3]. Furthermore, the chemical sensitivity towards
oxidation or reducibility of chemical constituents, plus the necessary care in the choice of
anion or cation precursor components, greatly impacts control of nano-crystal production.
Chemical reaction rates, or limited availability of suitable chemical precursors, can limit the
composition, type and size [4] of nano-particles and nano-particle-based structures that can
be obtained. When plasma processing is considered as a route to nano-cluster manufacturing,
additional degrees of freedom become available to control nano-particle formation and depo-
sition. Independent control of the ion and neutral densities, the temperature of each species,
the kinetic energy of the atom or ion-cluster interactions, the particle deposition energy, and
many other parameters, is possible in a plasma environment. The flexibility of this technique
allows it to be used for making bulk material, thin films, and coatings. In addition, the ability

to produce and sustain a nonequilibrium state to drive the desired plasma chemistry or reaction
rates provides many new possibilities for scientists to explore and understand the fabrication
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and manipulation of nano-particles. Because of the large number of plasma process variables,
however, an accurate model for the evolution of cluster size distribution is needed.

The size of most nano-phase materials is on the order of 100 nm or less, and contains
fewer than tens of thousands of atoms. Conventional materials, on the other hand, consist of
grains ranging from microns to millimeters, and contain several billion atoms. The small size
of the grains and the grain size distribution is what gives nano-phase materials their unique
properties, many of which are still under investigation. The key in practical utilization of
nano-phase materials is accurate control of the grain size and size distribution, allowing the
properties of the material to be tailored for a specific requirement. Theoretical methods for
accurately determining the properties of nano-phase materials based on their size distribution
are needed to predict properties before the materials are produced.

The primary focus of this paper is to present a model that describes the nucleation, for-
mation, and evolution of the cluster size distribution of nano-phase carbon and silicon within
a plasma environment. The objective is to explore methods that enable control of the cluster
size distribution, and to eliminate the characteristic tail as a result of competition between
nucleation of small size clusters and growth of larger ones. This tail is characteristic of all
experimental results to date (See, for example Reference 5). The goal of this research is to
develop a detailed model of sufficient accuracy to model and plan relevant experiments. With
this model, investigations of the effects of quench rate, pulsed feed mode, and other parameters
of interest on the cluster size distribution can be carried out.

2. Cluster nucleation model

Current approaches to modeling the formation of nano-clusters are based on classical nucle-
ation theory. Isolated atoms or molecules combine to form embryos, which are unstable until
a critical size is reached. The vapor pressure and surface tension of the material at the tem-
perature and supersaturation of interest determine the critical size for nucleation [6—8]. This
approach is not adequate, because the calculated nucleation rate is very sensitive to the exact
values of the surface tension and degree of vapor super-saturation. Because the properties
of nano-phase materials are fundamentally different from bulk properties, the classical ap-
proach of using phenomenological parameters based on bulk properties to describe sequential
nucleation and growth of very small particles is questionable. In the following, we present

a more fundamental approach to modeling the evolution of nano-clusters in supersaturated
vapors, and apply it to the conditions of nucleation within a plasma environment. Quantum
mechanics is used to determine cluster energetics for cluster sizes up to 10 atoms. With this
information, rate constants are determined. Quantum-Rice-Ramsperger-Kassel (QRRK) the-
ory [9-16], augmented by Transition State Theory [6, 10, 17] and Collision Rate Theory [6,

7, 18], are used to determine the rate constants for clustering reactions. Once this information
is in hand, rate equations can be determined, and the evolution of the size distribution studied.

2.1. QUANTUM CHEMISTRY OF CLUSTERS

The objective of performing quantum mechanical calculations is to determine, with great
accuracy, a number of parameters that are needed for further rate constant development. These
parameters are cluster binding energy, cluster normal modes of vibration and cluster principal
moments of inertia. Determination of cluster energetics requires that Schrédinger’s equation
for the collection of atoms must be solved with all the associated nuclei and electrons in three
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dimensions. For a molecule with N nuclei and n electrons, the time-independent Schrédinger
equation is given by [6, 10, 21, 22]:

HY = (In+ T, + Vye + Van)¥V = E7 ¥ (1)

where H is the Hamiltonian, and T and V are the kinetic and potential energy operators,
respectively. The subscripts N and e refer to nuclear and electronic components, respectively.
Exact solutions of the multi-electron, multi-nucleus Schrodinger equation are not available.
However, several methods for determining approximate solutions have been developed. Most
modern approaches rely on the implementation of the Born—Oppenheimer (BO) approxima-
tion. [10, 21, 22]. Because the nuclei are much more massive than the electrons, they are
assumed to be stationary. Henceforth the kinetic energy of the nuclei is ignored, allowing
separation of the total wave function into a product of the electrahigc.) and nucleari,,,,.)

wave functions.

The energetics of silicon and carbon clusters of sizes up to 10 atoms has been calculated
using the General Atomic and Molecular Electronic Structure System (GAMESS) software
package [23]. This was accomplished by utilizing the built-in geometry optimizer that locates
relative potential energy minima. Because a given cluster may contain several local minima,
numerous initial conditions were tried to ascertain that the final configuration is an absolute
minimum. Calculations were performed using both ab initio and semi-empirical methods. In
the former, the BO approximation and linear combination of atomic orbitals (LCAO) molecu-
lar orbital (MO) theory for each electron in the system are utilized. Semi-empirical methods,
on the other hand, are based on neglecting differential overlap (NDO) of inner electrons [31].
Calculations were performed with the two methods for silicon clusters, and with the ab initio
method only for carbon clusters. The basis sets (e.g. sets of atomic orbitals) used were the TZV
[29] basis set for the ab initio calculations and the PM3 [25] basis set for the semi-empirical
calculations. In this manner, the cluster binding energy, configuration, and normal modes of
vibration were determined. This information is subsequently used when determining the rate
constants used to describe nucleation and clustering.

For small size clusters, binding energies determined from quantum mechanics calculations
were directly used in subsequent rate calculations. For larger size clusters, however, the bind-
ing energy as a function of cluster size was appropriately extrapolated. The method used was
the capillary model, Equation 2. Hereyfging is the total cluster binding energy, m is the
number of bonds per atorg, is the energy per bond andis the number of atoms in the
cluster. The parameteris a surface parameter which serves as a proportionality constant for
the number of surface atoms per bulk atom, and accounts for the average number of bonds a
surface atom is deficient with respect to a bulk atom.

Epinding = m$x(L—a x~ %) @
The energy per bond is related to the heat of sublimation at 0 K by:

AI_Isublima ion
¢ = —— 3

m

The surface parameter, can be determined in the following manner: The cluster surface area
is given as:

a\?3
T
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whereg2 is the atomic volume given & = a3/8 for the diamond structure aifel= \/§/8a(2)c

for the graphite structure. Assuming that the surface cleaves on a (111) plane for the diamond
structure, or at the basal plane for the graphitic structure, the atomic surface density is
4/(ﬁa§) for both the diamond and the graphite structures. Substituting into Equation 4 gives
the number of surface atoms as a function of cluster size:

4 [ 3\*® 5
_ == /3
RV (471) * ®)
for the diamond structure and
47 [ 3\??® 23
_ == /3
Xy = 73 (47_[) (x/éc/a()) X (6)

for the graphite structure. For the diamond structure, each surface atom on the (111) plane is
deficient half a bond (i.e/2). Inserting this into Equation 5 gives the total surface energy of
the cluster:

a7 ([ 3\?°
Ego e = 7 (E) ¢ /2123 (7)
Then, by inspection,
- 3 2/3
i= =\ 7= 8
“= (471) )

wherem = 2 for the diamond structure that has been utilized in Equation 8. For graphite,

the basal planes are bound to each other by dispersion forces which are relatively very weak
compared to the chemical covalent bonds between atoms in the basal plane [32]. To a first
approximation, and according to the Tersoff empirical potential for carbon [33], the bond
energy between basal planes can be assumed to be zero. This sets the surface energy parameter
for graphite as equal to zero.

2.2. QLUSTER REACTION RATES

As previously mentioned, QRRK theory augmented with Transition State Theory and Colli-
sion rate theory is used to determine rate constants. QRRK theory was originally developed to
explain unimolecular reactions. Later refinements allow its use for bimolecular reactions. The
underlying inherent assumptions are the following:

(1) Each cluster consists of s oscillators, wheee 3m — 6(s = 3m — 5 for linear clusters).

(2) Each oscillator has the same fundamental frequency,

(3) The vibrational energy is quantized.

(4) The critical oscillator (where bonds are broken/formed) must contain attegsanta,
wherem = ¢/ hv, for a reaction to occur.

(5) Clusters gain/lose vibrational energy by collisions with the surrounding bath gas.

(6) Statistical redistribution occurs at each collision; and the concentration of clusters in each
energized state (containing sufficient vibrational energy to react) is maintained at steady
state.

Using silicon as an example, the dissociation mechanism is given as:
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Sipin + M 25 Si* 1M

m+n

Si*. M2 i, 4+ M 9)

m—+n

Si* . —2 Siy + Si,

m+n
where the first reaction is the rate at which clusters of gize n are energized to state |; the
second reaction is the rate at which these energized clusters are knocked out of state j to a
different state; and the third reaction is the rate at which these energized clusters dissociate
into clusters of sizen and sizen. The distribution of vibrational quanta in a cluster is given
as [13, 15]:
i=s—1!
P, = U=5=D pmq _ sy (10)
' Jjlts — !

where j is the number of quanta, is the number of vibrational modeg, = 1/kT, h is

Planck’s constant and is the vibrational frequency. The collision rate constagtat which
clusters in vibrational state j are knocked out of this state is given as [18]:

ko :o+/8kT /mv (1))

whereo is the collision cross-sectio,is Boltzmann’s constant, and is the reduced mass
of the collision pair. The rate constaft, at which clusters are knocked into vibrational state
jis [13]:

ki =koP; (12)
The rate constankg, at which energized clusters in vibrational state j dissociate is [13, 15]:

. JIG —m+s— 1!

k =A 13
2D = A G +s = D) 13)
where it has been noted thatis a function of;j. Applying the steady state approximation to

the excited clusters in vibrational state j gives:

ki[Sim4nlIM] = kol Si,, ., )IM] + [Si,, 4, ] (14)

m-+n m—+n

which upon rearrangement and making use of Equation 7 gives:
* _ Pj[Sim+n]
M 1+ kg ko[ M]

Now the rate of dissociation ik ()[Siy ., ]. Inserting Equation 10 and summing over all
energized states, one obtains:

k3(j)P;
kaiss = ~
‘ ; 1+ ka()j)/ kel M]

[Si (15)

(16)

Using Equations 10, 11 and 13 and substituting= j — m into Equation 16 gives the final
result [13]:

(p+s— 1)!efpﬂhu

. — Ap,—%0/kT (4 __ ,—Bhvys = pl(s — 1)!
e G Z0 APt m)!(p +s —1)! 17)
pl(p+m+s—1)!

0/8kT /mwu[M]

1+
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At high pressures (i.e. large values[@#f]) Equation 17 becomes [13, 15]:
kdiss = Aei‘EO/kT (18)

By constraining the maximum rate constant to that predicted by Transition State Theory [17],
the parameteA can be determined to be:

t
h Gm+n

whereq,f, 1 1S the partition function of the activated complex (e.g. Transition State}ang
is the partition function of the cluster. The mechanism for recombination is given as:

. . ka .
Sty + Sip —> Siy .,

Si* . s 4 S (20)

m-+n

Si* 4+ M -2 Sipn+ M

m+n

where the first reaction is the rate of recombination of sizandn clusters to form an
energized cluster of sizam + nin energized stat¢. The second reaction is the rate at which
energized clusters of size + n decompose into clusters of sizeandn. The last reaction is

the rate at which these energized clusters knocked into a different state. By similar arguments
used to develop the dissociation rate constant and by applying the principle of detailed balance
[26], the recombination rate constant can be shown to be:

(p+s— 1)!e_pﬁhv

1 —Bhvys = P!(S—l)!
krec=A(1_e ph ) Zo A(p+m)'(p+s—l)' (21)

pl(p+m+s—1)!

o/8kT /[ M]

where now:

t
A= (k_T) otn (22)
h ) aman

The next step is to calculate the rate constants to be used in the coupled set of ordinary
differential equations. For cluster sizes of 10 atoms and less, the information obtained from
the ab initio calculations was used to determine the rate constants. The average frequency was
determined by using the Einstein model for the heat capacity of a solid, as follows:

h 2 e/ kT s hv: 2 ehvi/ kT
g <ﬁ) |:(ehfz/kT _ 1)2i| - Z (k_T}) |:( /KT _ 1 2i| (23)
j=1 e’ )
For larger size clusters, the information required to determine the rate constants was ex-
trapolated from the ab initio calculations or inferred from other physical data. For example,
the binding energy was extrapolated using the capillary model previously mentioned. The
principal moments of inertia, required for computing the rotational partition function, was
determined by assuming a spherical shape and using the density of the bulk solid. The average
oscillator frequency was determined by again using the Einstein model for the heat capacity
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Figure 1. Dependence of the silicon cluster binding energy on its size.

of a solid, but this time finding the Einstein frequency which agreed well with published heat
capacity data [28].

2.3. RATE EQUATIONS FOR CLUSTER EVOLUTION

Now that the rate constants are available, the time-dependent nature of nucleation and cluster-
ing can be studied. The time-dependent cluster equation is given as:

i—1
dCi/dt =1/2) [Kyee(j.i — J)C;Cizj — 2977 Kyiss(j. i — J)Ci

j=1

(24)

n—i

+ Y 12 Kaiss (i, ))Ciyj = Kreeliy, NCCj1+S;
j=1

where the first term is the recombination of clusters of gizmdi — j to form clusters of

sizei. The second term is the dissociation of clusters of sim@o clusters of sizej and

i — j. The third term if for the dissociation of clusters of siz¢ j into cluster of size and

J- The fourth term is for the recombination of clusters of siz&nd j into clusters of size

i + j. And the last term is a source term which is usually the rate of monomer introduction
fori = 1 and zero for cluster sizes greater than 1. Equation 24 is a coupled set of stiff, initial
value, ordinary differential equations. Solutions of this set of differential equations gives the
time-dependent nature of the cluster size distribution. This set of equations is solved using the
DVODE software package [29]. DVODE employs a multi-step predictor—corrector technique
for solving stiff initial value problems.

3. Results

Figures 1 and 2 show the binding energy per atom for silicon and carbon clusters, respectively,
as a function of cluster size for both the ab initio and the semi-empirical model (for silicon

only). The symbols are calculated binding energies, while the smooth curves are the binding
energies based on the capillary model with best-fit coefficients. The crystalline structure for
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Figure 2. Dependence of the carbon cluster binding energy on its size.

bulk silicon is the diamond structure. Each atom within the bulk of the structure has four
nearest neighbors (i.e. each bulk atom is bonded to four other atoms). Therefore, the number
of bonds per atom is: = 2 for this structure. Likewise, the crystalline structure for bulk
carbon (i.e. graphite) is the hexagonal closed pack. Each atom within the bulk of this structure
has three nearest neighbors in the basal plane. Thus, for catbenl.5. In order to fit the

small cluster data yet approach the bulk crystal heat-of-formation and surface energy for large
size clusters, the capillary model, Equation 2 is modified. For silicon, one can observe that
the bond angles are highly strained with respect to the bulk crystalline structure (see Fig. 3).
Henceforth, it is expected that the average bond energy for small clusters will be reduced.
Using this argument, a modified capillary model for silicon is

Ebinding = m¢(1 - xil/4)x(1 —a xl/3) (25)

where the power-law term connects small cluster data to bulk properties. For carbon, however,
the capillary model worked well without any modifications, but the surface parameter is non-
zero. This is not too surprising because the assumption of zero surface energy is a rough
approximation in the first place. The reason that the capillary model does not need modifi-
cation for carbon clusters can be inferred from examining small-size cluster configurations
in Fig. 3. It is readily apparent that now the bonds are not strained. Thus the bond energy
does not change with cluster size. The difficulty in using the heuristic form of the capillary
model just presented for silicon is that it is not based on physical phenomena. It is very useful,
nevertheless, because it allows simple determination of the rate constants, as will be discussed
later. A heat of sublimation of 4.619 eV for silicon and 7.373 eV for carbon at 0 K [27] was
used to determine bond energies. For the semi-empirical model, the bond efengy to

be fit to the data yielding binding energies greater than the heat of sublimation for larger size
clusters. This is due to the nature of the semi-empirical calculations, where the lack in rigor
is augmented with empirical constants. It is plausible that these empirical constants may be
adjusted to give better agreement with the ab initio calculations. By determining the cluster
binding energy in this manner, the binding energy per atom matches the calculated data while
approaching the bulk crystalline heat of sublimation and surface energy for infinite cluster
size.
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Figure 3. Typical carbon (left) and silicon (right) nano-cluster configurations.

Additionally, cluster configurations were determined for clusters containing up to 10 atoms.
Figure 3 shows a sample of computed configurations for carbon and silicon clusters, respec-
tively. It is interesting to note that while Si clusters tend to form diamond-like, compact
configurations, C clusters favor the formation of linear and ring-like chains. Although the
bond distances differ somewhat, in general, the semi-empirical model predicts the same cluster
geometry as the ab initio model.

To illustrate the evolution of cluster size distributions, we solve the system of rate equa-
tions, given by Equation 24, up to 300 equations for Si clusters, which are formed by the
condensation of Si monomers in argon plasma. The initial monomer concentration is assumed
to be 2x 10°* atoms/cm, while the time step is set initially to 1 ms. Monomers are introduced
into a plasma nozzle [5] at high temperature, and then the temperature is suddenly decreased
as a result of expansion through the nozzle exit. The present calculations are for isothermal
conditions at 1100 K. It is observed that the evolution kinetics of small-size clusters (e.g. up
to 10 atoms) are extremely fast, and that by 1 ms, their concentrations reach their equilibrium
values. However, clustering kinetics of larger-size agglomerates are much slower, and hence
the growth of these sizes is over much longer time periods, as can be observed from Fig. 4.
Similar calculations [5], with a much more simplified set of equations, indicate that cluster
growth occurs near the nozzle exit, while a monotonically decreasing size distribution is ob-
tained at entrance locations, which is consistent with the isothermal conditions of the current
investigation.

4. Summary and conclusions

The present method of investigating the nucleation and growth of nano-clusters in plasma
environments is very promising. Since cluster energetics are based on ab initio quantum
mechanics methods, the predicted properties are highly accurate. The nucleation of larger
size clusters can then be studied by statistical mechanics methods, where the rates of cluster
interactions are calibrated by the quantum mechanics results for small sizes. The configura-
tions of carbon nano-clusters are markedly different from those of silicon. The calculations
indicate that ring and rod nano-clusters of C can be manufactured in plasma processes, while
Si nano-clusters tend very quickly to the diamond bulk configuration. Computer simulations
of the experimental conditions for clustering within an expanding nozzle, performed at the
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Figure 4. Evolution of Si cluster size distribution from an initial monomer concentration at 1100 K.

University of Minnesota [35], indicate that the evolution of the cluster size distribution is very
rapid, and that nucleation is determined by the quench conditions at the nozzle exit. Future
work will aim at utilizing the present model to design experiments, which would yield nano-
cluster size distributions with desired characteristics (e.g. tight distributions, with diminishing
concentrations of large sizes).
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