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Start-Up

Vapor dynamics of heat pipes during the start-up phase of operation is analyzed.
The vapor flow is modeled by a two-dimensional, compressible viscous flow in an
enclosure with inflow and outflow boundary conditions. For high-input heat fluxes,

a compression wave is created in the evaporator early in the operation. A nonlinear
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filtering technique, along with the centered difference scheme, is used to capture
the shocklike wave and overcome the cell Reynolds number problem. Multiple wave
reflections are observed in the evaporation and adiabatic regions. These wave re-

Sflections cause a significant increase in the local pressure and flow circulations,
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which grow with time. It is shown that the maximum and maximum-averaged
pressure drops oscillate periodically because of the wave reflections. Although the
pressure drops converge 1o a constant value at steady state, they are significantly
higher than their steady-state value at the initiation of the process. The time for the

vapor core to reach a steady-state condition was found to be on the order of seconds.

Introduction

The bebavior of vapor flow during the start-up phase of
heat pipe operation has been analyzed in order to examine the
flow patterns for low and high-input heat fluxes. Here, start-
up is the process through which the heat pipe starts its operation
from a static condition and arrives at steady-state operation.
The response of the vapor flow may be an important design
issue in dynamic thermal systems where a heat pipe is used to
transfer heat following sudden increases in the heat load. The
importance of the transient phase, of course, depends on many
factors not considered here.

During a start-up, the working fluid of a heat pipe may
initially be very cold or frozen in the wick. Here, the liquid is
assumed to be very cold and the vapor, which is thermody-
namically in equilibrium with the liquid, is at very low pressure.
The vapor core response to a sudden-input heat flux or a sudden
change in the condenser temperature is the primary focus of
this work.

The vapor flow in heat pipes is a complicated problem be-
cause of the nonlinear nature of the describing equations and
because of the inflow and outflow boundaries in the evaporator
and condenser. Different approaches have been used to sim-
plify the problem. In most previous work, the vapor flow is
analyzed under steady-state conditions as a one-dimensional
(1D) flow (e.g., Edwards and Marcus, 1971) and a 2D flow
(Tien and Rohani, 1974; Faghri, 1986; Faghri et al., 1989; Pe-
terson and Tien, 1987). In studies of the dynamic behavior of
heat pipes, the vapor flow is modeled either as a quasi-steady
flow (Jang et al., 1989) or as a 1D transient vapor flow along
with friction coefficients approximated from a steady-state 2D
model (Bowman, 1987). It has been shown by steady-state 2D
analysis that the 1D vapor-flow model is not able accurately
to predict the axial heat and mass transfer and pressure drop
(Bankston and Smith, 1973). Furthermore, 2D steady-state
studies indicate that flow reversal takes place in the conden-
sation section under high heat flux (Issacci et al., 1989). It is,
therefore, important to establish the conditions for this mode
during transient operations.

In a theoretical study using a 1D transient model, Bystrov
and Goncharov (1983) showed that the time steps in the nu-
merical calculations that are necessary to satisfy stability re-
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quirements are small (order of 10~ 7 s). The numerical scheme
used in this work is fully implicit, which allows larger time
steps (up to order of 10~?s). The vapor dynamics of heat pipes
was also studied by Issacci et al. (1989) using a 2D transient
model with the SIMPLER method (Patankar, 1980). The pri-
mary advantage of SIMPLER is the staggered grid, which
makes the numerical scheme stable and, consequently, the
computational time low. Although this method yielded inter-
esting resuits, the resulting computational code was limited to
fow-compressibility flows. However, in the start-up mode of
a heat pipe, there are regions of high as well as low compres-
sibility. Existing numerical codes for highly compressible flows,
on the other hand, are only able to handle steady-state con-
ditions because of their small allowable time steps and, fur-
thermore, they are not stable for low-Mach-number problems.

Several theoretical studies have recently been carried out to
model heat pipes at start-up from the frozen state (Bowman
et al., 1990; Chow and Zhong, 1990; Hall and Doster, 1988,
1990; Jang et al., 1989; Rao et al., 1990). In these different
approaches, the vapor core has been modeled as a 1D quasi-
steady or 1D unsteady state flow.

As can be seen, the past 2D studies were limited to incom-
pressible flows and compressible flow studies were limited 10
1D. At UCLA, the study of dynamic behavior of heat pipes
began by analyzing the liquid and vapor phases separately
(Roche, 1988; Issacci et al., 1988). The objective was to develop
very detailed computer codes for each phase and then to com-
bine them in a comprehensive code. Roche (1988) developed
a numerical code for the liquid phase in the start-up mode with
the vapor phase assumed to be at a constant temperature and
pressure. He used a kinetic theory approach to model the phase
change at the liquid-vapor interface.

The objective of this work is to investigate thoroughly the
dynamic behavior of the vapor flow in heat pipes during the
start-up phase of its operation. Efforts have been directed
toward understanding of the vapor flow patterns under very
low pressure and high input heat flux conditions. In heat pipes
under the transient mode of operations, the vapor flow is the
most complicated process. A simple model of this phase is,
however, needed for a fast computer code. A simple and ac-
curate model would only be achievable if the complete vapor
process was understood in detail. The studies carried out in
this paper are aimed at this understanding.

The fully compressible describing equations of the vapor
flow are numerically solved using a transient 2D model. The
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Fig. 1 Vapor fiow model in a heat pipe

numerical scheme is fully implicit using a staggered grid, and
it is stable for all Mach numbers between zero and one, a
suitable range for the start-up transient mode. The effect of
wall and wick structure is not included here. As mentioned
above, the main concern is the detailed study of vapor phase
to be coupled later to other phases in the heat pipe. The tran-
sient characteristics of the wall and wick structure affect the
vapor flow patterng. However, the results of the vapor phase
study will help significantly in the complete model of heat
pipes.

2 Describing Equations

Vapor flow in the heat pipe core is modeled as channel flow,
as is shown in Fig. 1. The bottom boundary of the channel is
a thin porous medium, which contains the liquid. The input
heat flux to the evaporator and the temperature of the outer
surface of the condenser are specified. The planar side walls
are assumed adiabatic.

The equations describing the vapor flow are the continuity,
momentum, and energy equations, which are time dependent,
viscous, and compressible. An equation of state (EOS) is used
to relate pressure, density, and temperature within the vapor
core. These equations in Cartesian coordinates (x, y) are

Continuity

x Momentum
d(pu) a(puu) + d(puv) _
at dx ay

_op 8 ( du) 8 [du
“axta\Pax )t oy Yy
3

@ [ ou d v 2 du dv
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Energy
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C’[ o T ax T By] a b
 ap 3 (, a7
Yox +”ay+ax( ax
(.97 u\y (), (du dv
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Here, the vapor flow is assumed to be a perfect gas; however,
Eq. (5) can be replaced by a more realistic EOS with no major
difficulty in calculations.

2.1 Initial and Boundary Conditions. The working liquid
is assumed initially to be at a low temperature (close to the
freezing point). Further, there is no input heat and the stagnant
vapor is in thermodynamic equilibrium with the liquid. The
boundaries of the vapor core are shown in Fig. 1. A no-slip
and impermeable condition for the velocity and an adiabatic
condition for the temperature are assumed on the side walls,
ie,atx =0andx = L as

u=0, v=0, aT/ax=0 (6)
On the centerline the symmetry condition implies, at y = b,
ou/dy=0, v=0, 9T/8y=0 )

The boundary conditions at the liquid-vapor interface are
the challenging ones. The liquid flow is assumed to be in a
porous medium of thickness 6, which is much smaller than the
vapor core thickness b. The axial velocity is assumed zero on
this boundary, i.e.,, at y = 0,

u=0 )

To assign boundary conditions for the temperature and vertical
velocity, the liquid-vapor interface is divided imo three re-
gions. In the evaporation zone the input flux, ¢, is a given

parameter and the input flow is approximated at y = 0 and
0<xs<sL,by
pU“’h'-q-'/hjg(nu T= Tm(p) (9)

where Ay, is the heat of vaporization and 71“ is the input mass

Nomenclature

b = channel width p = pressure
C, = specific heat 4g” = input heat flux
h; = latent heat R = gas constant
k = thermal conductivity Re = Reynolds number u = viscosity
L = heat pipe length T = temperature p = density
L, = adiabatic section length t = tin}c ¢ = general dependent variable
L. = condenser length u = axial velocity ¢’ = referenced value of ¢
L, = evaporator length v = vertical velocity
nt = mass flux x = axial coordinate Subscripts
N, = number of grid points in y = vertical coordinate ¢ = condenser

x direction & = liquid layer thickness eff = effectivg
N, = number of grid points in Ar = time increment o = initial value

y direction A = constant factor sat = saturation
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flux. Conduction in the liquid layer is neglected. It should be
noted that this boundary condition ignores the thermal char-
acteristics of the heat pipe wall and the working fluid-wick
layer. The temperature is assumed to be the saturation tem-
perature T, (p) of the liquid corresponding to the interface
pressure. In the adiabatic zone, the boundary conditions at y
=0andLl, < x< (L, + L,) are

v=0, 87/9y=0 (10

In the condensation zone the temperature 7, of the outer
surface is given. T, could well vary with time, as it is usually
related to the ambient temperature by convection and/or ra-
diation heat transfer. Here, T, is assumed fixed, which is the
equivalent to assuming very good heat transfer to the sur-
roundings. By equating the heat of evaporation to the heat
conduction in the liquid layer, the outflow from this region is
approximated at y = Oand (L, + L,) < x =< L, by

. ka (T-TN
(hf,(T))' T=Tu(p) (11)

where kg is the effective conductivity of the liquid layer and
the temperature is assumed to be the saturation temperature
corresponding to the pressure at the interface. This neglects
transient conduction in the fluid layer, which may be an im-
portant contribution to the process.

3 Solution Method

The five describing Eqs. (1)-(5), with the initial and bound-
ary conditions given by Egs. (6)-(11), have been numerically
solved for the five variables p, pu, pv, 7, and p. A finite-
difference method has been used with backward Euler discre-
tization in time and centered differences in space. Dealing with
a wide range of input heat fluxes, the method deals effectively
with the cell Reynolds number problem as well as shock-cap-
turing complexity. Discretization of the advective terms in this
problem plays a significant role. The centered-difference
scheme (CDS) is ill-behaved for grid Reynolds numbers larger
than two because the coefficients of the difference equations
are not necessarily positive. As a consequence, solutions to the
difference equations may not be unique, resulting in non-
physical spatial oscillations. In a study of the 1D forms of the
describing Egs. (1)-(5) by Issacci et al. (1990b), standard meth-
ods such as upwinding and power law and a more recent scheme,
CONDIF, were examined. It was shown that these schemes
are well-behaved but that they cause oscillations and overshoot
at high compressibility and, except for CONDIF, they cause
numerical diffusion at low compressibility as well. The CON-
DIF scheme was used by Issacci et al. (1990a) in a study of
the start-up transient process in heat pipes. It was shown that
for input heat fluxes greater than 1 XW/m? in an Na-filled
heat pipe, a shocklike wave is created in the evaporation region.
Therefore, the CONDIF scheme was found to be unsuitable
for shock capturing.

Recently developed methods for shock capturing that use
field-by-field decomposition and flux limiting, e.g., Harten
(1983) or Chakravarthy and Osher (1982), are able to capture
a sharp discontinuity without ocsillations, However, these
methods are complicated and are not numerically efficient.
Different filters have also been used in shock capturing; cf.
Harten and Zwas (1972).The major problem in filtering is the
low accuracy and smearing of the shock front. Recently,
Engquist et al., (1989) proposed a nonlinear filter to capture
accurately a shock without oscillations. The algorithms for this
filtering are simple to implement and are more efficient than
earlier methods with comparable abilities.

A filtering technique, based on the concept introduced by
Engquist et al. (1989), was used in a study of 1D compressible
vapor dynamics by Issacci et al. (1990b). It was shown that
CDS used with nonlinear filtering yields a second-order, stable
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solution in cell Reynolds problems and is able to capture a
shock without oscillations. In the present work the same tech-
nique has been used to solve the 2D form of the describing
equations for a compressible vapor flow.

The describing equations are nonlinear and coupled. An
iterative method is used to solve Egs. (1)-(5) for p, pu, pv, T,
and p separately. The SOR method is used to solve the dif-
ferenced equations. Iteration on the equations was stopped
after convergence of all the variables. This iteration method
required the least storage and fewest calculations.

4 Results

A computer code was written to implement the numerical
procedure described above. The boundary conditions of inflow
and outflow at different locations on the same boundary are
nonlinear. Furthermore, the exit point of the evaporator and
the entrance point to the condenser, on the bottom boundary,
are mathematically singular points. The boundary conditions
at these points have sharp gradients, which perturb the nu-
merical scheme. In order to avoid this problem, the inflow and
outflow mass fluxes are muitiplied by the factor tanh A (x-x,).
In the evaporator and the condenser, x, = 0 and 2, respectively.
Depending on A, this factor makes the gradients smoother at
the singular points. In practice, the vapor phase is coupled to
the liquid phase in the heat pipe and the heat flux applied to
the liquid phase will not produce a step-shape profile at the
liquid-vapor interface.

For the results shown in this section, the working fluid is
liquid sodium at, initially, P, = 10’ N/m? and 7, = 800 K.
The geometry dimensionsare b = 5em, L, = L, = L. = b,
and N = 5. The results are shown in the following sections for
low- and high-input heat fluxes and for the pressure drops
along different sections of the heat pipe.
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The calcuiational grid for each computation was chosen by
inspection of the calculated L? -norm error. The L? -norm is

defined as
%

A\ 2

1 G-

L}~ porm= ( A "') (12)
NxNy§ ¢ij

where N, and N, are numbers of grid points in the x and y
directions, respectively. Here, ¢ is one of the dependent vari-
ables (p, pu, pv, T, or P) and ¢ is the calculated ¢ on the
finest mesh of calculations. The results of the error analysis
for a sample calculation are shown in Fig. 2. With an increase
in grid points, the L* -norm error decreases exponentially;
however, the computational time increases (Fig. 2z2). In this
sample analysis, for grid points greater than 21, the error does
not decrease by much, whereas the corresponding computa-
tional time increases significantly. Therefore, for this case, the
optimized grid point is 21.

The same error analysis is also carried out for time incre-

988 / Vol. 113, NOVEMBER 1991

ments At using Eq. (12). In this case, ¢ is the result of cal-
culations according to the smallest Az. The L? -norm error for
different time increments is shown in Fig. 2(b). As expected,
the error decreases as At decreases. The sample error analysis,
described above, was carried out for different input conditions
in order to choose the corresponding optimized grid points
and time increments.

4.1 Low-Input Heat Flux. Figure 3 shows the flow pat-
terns in the vapor core for a low-input heat flux, ¢¢ = 10°
W/m?. The Reynolds number based on the vapor thickness is
Re = 100 and the computations were done for an optimized
grid of 21 X 61. The transient development of the vertical
mass flux pv at different times is shown in Fig. 3. At ¢ = 0,
the vapor is stagnant. Evaporation takes place as the input
heat flux is applied. Since the input heat flux is relatively high,
a compression wave is created (Fig. 3a). The vapor flow de-
velops above the evaporator and in the adiabatic region and
the wave travels above the evaporator until it hits the upper
boundary (Fig. 3b) where the vertical mass flux is blocked, pv

Transactions of the ASME



N

il

"
-

1.2

x
-]
-
[

Verticol Hase Flux
0.6 0.4 0.8

Verlicol Mase
0.0 0.4 0.8

Lux
.2

1.

5 0.4 08 1
0.0 0.4 0.0

0.
Verticol Mase Flux

Verticol MHoss £

1.2

1.

6.0 0.4 0.0

Verticol Moss Flux
0.0 0.4 0.8

Verticol Mose Flux

1.2
1.2

Verticol Moss Flux
0.0 0.4 0.9

Verticol Mose Flux
0.0 0.4 0.8

1.2

Verticol Mase Flux
0.0 0.4 0.8

1.2

5

0004 0

1.2

Verticol Moss fFlux
0.0 0.4 0.9

1.2

Verticol Mose flux
9.0 0.4 0.0

Fig.4 Transient development of the vertical mass flux for a high-input

heat flux

= 0. At this point, the vapor is compressed and the vapor  boundary (Fig. 3d) and the vapor is compressed within the
pressure increases, which causes a positive vertical pressure  evaporation region, the vertical pressure gradient is reduced
gradient and the wave reflects back (Fig. 3¢). The figure also and the inflow mass flux tries again to fill the evaporation
shows reverse flow in the top left corner, which is caused by  region (Fig. 3e). As the vapor fills the evaporation region (Fig.
wave reflection. When the reflected wave reaches the lower  3f), another wave reflection occurs and the flow reverses in
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the top left corner (Fig. 3g). Comparing Figs. 3(d) and 3(g),
the reverse flow after the second reflection is weaker than that
in the first reflection. About eight to ten cycles of refill and
reflection of mass flow are observed in the evaporation region
before the process becomes steady (Fig. 3i). At each cycle the

890 / Vol. 113, NOVEMBER 1991

reverse flow is weaker and after four cycles there is no reverse
flow. The vertical gradient in the mass flux pv also decreases
with each cycle.

The transient flow pattern in the condensation region, 2 <
x/b < 3, is also illustrated in Fig. 3. At early stages of the
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Fig. 6 Calculated pressure drops for (s} high- and (b) low-input heat
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start-up transient process, the vapor is at the same temperature
as the liquid and, therefore, there is no condensation (Figs. 3a
and 3b). When vapor at the higher temperature flows from
the evaporation to the condensation region, the vapor tem-
perature on the condenser increases. A temperature gradient
is then established along the liquid layer since the temperature
at the outer surface of the liquid layer is kept fixed, and con-
densation takes place (Fig. 3c). The vapor temperature in the
condenser increases with time and, consequently, the conden-
sation rate increases. At steady state, shown in Fig. 3i, the
mass flow through the evaporator equals the mass flow out
of the condenser. '

4.2 High-Input Heat Flux. The transient flow patterns
for a relatively high heat flux, g5 = 10° W/m?, are shown in
Fig. 4. The corresponding Reynolds number in this case is Re
= 1000 and the optimized grid in this case in 41 x 121. The
transient development of the vertical flow pv at different times
is shown (Fig. 4). In the evaporator region, multiple wave
reflection and refill of vapor is observed to be the same as that
for the low-input heat flux discussed above. In this case, how-
ever, the reversed flow caused by the wave reflection develops
with time and is sustained as the process reaches steady-state
operation.

At high-input heat flux, the flow pattern in the adiabatic
region, 1 < x/b =< 2, is significantly different from that for
lower heat fluxes. Figure 4(d) shows that when the reflected
wave reaches the lower boundary of the evaporator, circulation
is initiated in the adiabatic region. This circulation ceases when
the vapor flow refills the evaporator region (Fig. 4¢). However,
the second reflection will cause a stronger circulation in the
adiabatic region, as shown in Fig. 4(f). Figures 4(g)-4(¢) dem-
onstrate the subsequent sets of reflection and refill of the vapor
flow with circulation strength increasing with time. When the
procress reaches steady-state conditions, circulation occupies
a significant portion of the region. Circulation in the adiabatic
region was also found and reported by Issacci et al. (1989) in
an analysis of the operational transient mode of heat pipes.

In order to show the overall picture of flow pattern devel-
opment, Fig. 5 was prepared to depict the vapor flow fields
at different times. Figure 5(a) shows the flow field at an early
stage of the transient process after the first wave reflection.
Here the wave reflection in the left top corner of the evapo-
ration region is shown. The wave reflection initiates flow cir-
culation at the entrance to the adiabatic region shown in Fig.
5(b). Vortex formation in the adiabatic region develops with
time to a stronger flow circulation (Fig. 5¢) and another vortex
can be seen in the left corner of the evaporation region. In the
flow field at steady state (Fig. 5d), it is seen that flow circulation
in the adiabatic region develops to two vortices.

4.3 Pressure and Pressure Drop. One of the major issues
in designing a heat pipe is to calculate correctly the pressure
drop along the vapor core in different sections of the pipe.
The correlations widely used in these calculations are based
on a simple 1D steady-state analysis. In this section, the pres-
sure drops in different sections of the heat pipe are shown as
functions of time. The calculated pressure drops for high- and
low-input (g2 = 10° W/m? and 10* W/m?, respectively) heat
fluxes are shown in Fig. 6 for different times during the tran-
sient phase. Solid lines show the maximum pressure drop in a
specific region of the pipe. Averaging the pressure along the
vertical cross section of the pipe and then calculating the max-
imum-averaged pressure drop yields interesting results, which
are shown by dotted lines for different times in different sec-
tions. Both the maximum and the maximum-averaged pressure
drops display nearly periodic oscillation until they converge to
a constant value at steady state. Pressure oscillations are caused
by multiple wave reflections in the evaporation region (Figs.
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3 and 4) and at each wave reflection, the local pressure increases
significantly. Consequently, a large pressure difference is cre-
ated along the pipe. The same type of oscillation in the vapor
pressure, caused by reflection of compression waves, was also
reported by Bowman and Hitchcock (1988).

Another interesting result that can be seen in Fig. 6 is that
the pressure drop is significantly higher during the initial period
of the start-up transient of heat pipe operation. The mean
value of the pressure drop decreases with time, and at steady
state its value is less than 10 percent of the initial pressure
drop. Therefore, if a heat pipe is designed to operate in the
transient mode, the use of steady-state correlations may result
in significant errors.

Tien and Rohani (1974) showed that the cross-sectional av-
craged pressure difference along a heat pipe is greater than the
pressure difference calculated by Bankston and Smith (1973)
using a 1D analysis. Here we compare the cross-sectional av-
eraged pressure with the calculated 2D pressure by comparing
the maximum pressure drops in both cases. Although the max-
imum-averaged pressure drops (dotted lines on Fig. 6) converge
to the maximum pressure drops as the process approaches
steady state, it is significantly lower during the initial transient
time. This emphasizes the need for a 2D vapor flow model in
an overall heat pipe transient analysis.

The pressure drop along the pipe, as mentioned before, plays
an important role in the design of a heat pipe. In addition,
the pressure in the evaporator may cause limitations on heat
pipe operations. When a wave reflects in the evaporation region
and the local pressure increases, the increase in the overall
pressure of the evaporator may affect the evaporation rate. In
order to study this aspect, the averaged (solid lines) and the
saturated vapor pressures {dotted lines) in the liquid-vapor
interface in the evaporator are shown as functions of time in
Fig. 7. Here again, the periodic behavior of pressure is evident.
During early transient times, the averaged pressure in the evap-
orator is sometimes larger than the saturated pressure. This
will affect the evaporation process by decreasing the evapo-
rationrate. Furthermore, whenever the vapor pressure is greater
than the saturated pressure, condensation takes place by nu-
cleation of mists in the vapor. In this case the flow is not
homogeneous and a two-phase flow analysis should be incor-
porated. We have not done so.

4.4 Friction Factor. In order to design a heat pipe, it is
necessary to calculate the friction factor €oefficients of liquid
on the vapor core. The averaged friction factor at the liquid-
vapor interface along the pipe is calculated by
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The ratio of the averaged friction factor and its value at steady
state, Cy(t)/Cy(), for low- and high-input heat fluxes are
shown in Figs. 8(a) and 8(b), respectively. The friction factor
oscillates periodically because of the wave reflections, and
converges to a constant value at steady state. Figure 8(a) shows
that for low-input heat flux (g2 = 10* W/m?), the maximum
friction factor during the transient phase is about 50 percent
more than its value at steady state. Note that during the times
the friction factor is higho, the wick could dry out. For high-
input heat flux (g2 = 10° W/m?), the friction factor is about
35 times more than its steady-state value (Fig. 8b). This implies
that in designing a heat pipe for transient operations, the steady-
state correlations may cause a significant error.

Cin = (13)

4.5 Temperature, Pressure, and Axial Mass Flux. The
variations of the averaged vapor temperature and pressure of
the pipe are shown in Figs. 9 and 10, respectively. At an early
stage of operation the temperature difference between the
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evaporator and the condenser is about 12 K, whereas at steady
state, the temperature difference decreases to about 2 K. The
effects of multiple reflections of the compression waves in the
evaporator are also observed in these figures.

The development of the axial mass flux of the vapor flow
with time is shown in Fig. 11 for the middle of the evaporator,
x = 0.5, and for the middle of the pipe, x = 1.5. The vapor
axial mass flux in the evaporator, Fig. 11(a), develops to a
parabolic profile. However, in the adiabatic region, Fig. 11(b),
a reverse flow is shown to grow with time.

5. Summary and Conclusions

A nonlinear filtering technique has been used to analyze the
start-up vapor dynamics in heat pipes. Large variations in
vapor compressibility during the transient phase render it in-
appropriate to use the SIMPLER scheme or to use standard
schemes for the advective terms.

For a high heat flux, the start-up transient phase involves
multiple wave reflections from the line of symmetry in the
evaporator region. Each wave reflection causes a significant
increase in the local pressure and a large pressure drop along
the heat pipe. Furthermore, wave reflections cause flow re-
versal in the evaporation region and flow circulations in the
adiabatic region. The vapor vortex formatioh in the evaporator
is only transient and is observed to disappear as steady state
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is approached. However the circulation in the adiabatic region
grows with time, and in the steady-state condition the circu-
lation occupies a significant portion of the region.

The maximum and maximum-averaged pressure drops in
different sections of the heat pipe oscillate periodically with
time because of the multiple wave reflections in the evaporator.
The pressure drops converge to a constant value at steady state.
However, they are significantly higher than their steady-state
value at the initiation of the start-up transient.

The pressure increase due to wave reflection may cause the
overall pressure of the evaporator to be greater than the sat-
urated vapor pressure. When this occurs, condensation takes
place by mist nucleation in the vapor. Therefore, the conden-
sation rate is expected to decrease,

The time for the vapor core to reach a steady-state condition
depends on the input heat flux, the heat pipe geometry, the
working fluid, and the condenser conditions. However, the
vapor transient time is of the order of seconds. Depending on
the time constant for the overall system, the vapor transient
time may be very short. Therefore, the vapor core may be
assumed quasi-steady in transient analysis of a heat pipe op-
eration.
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